
Pega Autonomic Event Services
Not only a monitoring console, Pega Autonomic Event Services™ is an intelligent agent that predicts and
notifies administrators about system performance and business logic problems. The application provides
suggestions and administration tools to correct these issues.

You can use Pega Autonomic Event Services in development and production environments.

In a development environment
Pega Autonomic Event Services is useful when building enterprise-level applications for discovering issues
of scale and load that may significantly affect processing performance in a production environment. The
application accelerates process optimization by identifying potential performance issues early in the
development and testing phases. For example, a work object might have a list that is loaded from the
database for the user to review. In a test system, the list might be small. However, when that system goes
into production, there are many more items on the list and more users that are loading the list at the same
time, which places greater stress on system performance. By using Pega Autonomic Event Services, you
can identify trouble spots when they are small and before they cause a larger impact on application
performance.

In a production environment
Pega Autonomic Event Services flags issues that might arise due to increased workload or reconfigured
applications. For example, you might want to run processes during non-work periods that formerly were
spread out during longer work periods. The concentration of server and database interactions might trigger
alerts that reveal the need for better load balancing or hardware upgrades. As another example, you might
configure a flow to automate a manual flow action, thus creating new demands on server and database
interactions.

Pega Autonomic Event Services FAQ
Pega Autonomic Event Services (AES) is an application used to closely monitor and precisely assess the
performance of your Pega Platform™ applications. You can use the knowledge that AES gives you of the
areas that need improvement, to thoroughly investigate and effectively deal with unexpected and
unwanted behaviors in your system.

Find the most frequently asked questions about AES and its functionality:

What is the difference between Pega Predictive Diagnostic Cloud™ (PDC) and AES?
What databases does AES support?
What are the requirements for installing AES?
Can I upgrade to AES 8.3 from an earlier version?
Which versions of Pega Platform can I monitor with AES?
Is AES 8.3 compatible with Pega Platform 8.4?
Can I use AES to monitor any systems other than my production system?
How does AES notify me about important events in my system?
Can I change the time zone for which AES displays data?
Can I monitor my Pega Platform applications with my current APM tool instead of AES?
Which system initiates the communication?
Do monitored nodes send alerts and exceptions through an agent?
My company frequently generates large data dumps into the PegaRULES log for audit and
investigation purposes. Can this affect the operation of AES?

What is the difference between Pega Predictive Diagnostic
Cloud™ (PDC) and AES?
PDC is a service, whereas AES is a licensed application. PDC will always be better software, with better
support, at a better price:
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Better software

PDC receives weekly enhancements and updates. For more information, see What's new in Pega
Predictive Diagnostic Cloud. Development efforts focus on improving PDC. The latest AES version is
8.3, which was released in April 2020 and offers functionality comparable to PDC 2.31.

Better support

A dedicated PDC team maintains and fixes problems in the PDC service. Global Client Support
engineers and the Customer Success team can access your instance of PDC (unless you specify that
this access is restricted) to help you learn about any application and environment issues that PDC
identifies.

Better price

Pegasystems fully maintains and updates PDC weekly. To run AES, you must pay for
and maintain infrastructure (Java, database, application server), and data center chargebacks for
servers. Running AES also requires additional staff to install and maintain the application.
The AES application is made available for a limited group of clients who do not want to or cannot use
Pega Cloud® Services, for example, government organizations that are subject to exceptionally strict
regulations.

Note: Because AES 8.3 shares a substantial part of its features with PDC 2.31, most of the PDC
documentation also applies to AES. For more information, see Pega Predictive Diagnostic Cloud.

What databases does AES support?
AES 8.3 supports PostgreSQL.

What are the requirements for installing AES?
You install AES 8.3 on a Pega Platform 8.3 system with multitenancy enabled and the required hotfixes
installed. For more information, see Installing Pega Autonomic Event Services 8.3 and Pega Autonomic
Event Services hotfixes.

Can I upgrade to AES 8.3 from an earlier version?
No, only a first-time installation is possible. For more information, see Installing Pega Autonomic Event
Services 8.3.

Which versions of Pega Platform can I monitor with AES?
AES 8.3 can monitor Pega Platform 6.2 and later versions.

Is AES 8.3 compatible with Pega Platform 8.4?
AES 8.3 can monitor Pega Platform 8.4, but you must deploy AES 8.3 on a node that runs Pega Platform
8.3. For more information, see Installing Pega Autonomic Event Services 8.3.

Can I use AES to monitor any systems other than my production
system?
AES provides governance and monitoring services for all environments. However, to ensure that the data
that AES gathers is correct, you must give each of your systems a unique name. For more information, see
Configuring the system name.

How does AES notify me about important events in my system?
You can choose to receive notifications about alerts, exceptions, and other events in your system, as well
as periodic summaries of urgent issues. To manage your notification settings, on the right side of the AES
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header, click the Properties icon > Notifications > Manage notifications.
For more information, see Managing notifications in Pega Predictive Diagnostic Cloud. Because AES shares
most functionality with PDC 2.31, this article applies also to AES.

Can I change the time zone for which AES displays data?
You can change the time zone that PDC uses to display data for your monitored systems by editing your
profile settings. To access the settings, on the right side of the AES header, click User Icon > Profile.

Can I monitor my Pega Platform applications with my current
APM tool instead of AES or PDC?
AES and PDC provide a low-code Pega perspective of Pega applications, rather than a lower-level Java
perspective, which makes working with your Pega Platform easier and more comfortable by automating
detection, diagnosis, and even some resolution activities. On the other hand, an APM tool only gives you a
perspective on the internals of your application. To learn more, see Why PDC is a better choice for
monitoring Pega Platform than your APM tool.

Which system initiates the communication?
AES does not send messages to the monitored systems. Only the monitored systems can send data to AES.

Do monitored nodes send alerts and exceptions through an
agent?
AES uses Apache Log4j to implement alerts and exceptions in its messaging infrastructure. An AsyncAppender
thread adds the messages to an in-memory queue, and then a thread that runs the Pega SOAP appender
processes them.

My company frequently generates large data dumps into the
PegaRULES log for audit and investigation purposes. Can this
affect the operation of AES?
Because AES has no access to data that Pega Platform writes to the PegaRULES log, the large size of the
log does not directly affect AES.

Pega Autonomic Event Services 8.3 architecture overview and
hardware requirements
Pega Autonomic Event Services 8.3 is an application that monitors the performance status of your Pega
Platform™ systems. You install it on a stand-alone multitenant Pega Platform server. Planning your
deployment requires that you are familiar with the application's architecture and hardware requirements.

Before making decisions about the server, database, and monitored systems, review the following
information:

Architecture overview
Hardware requirements

Architecture overview
The Pega Platform management daemon runs every two minutes and checks current system health,
including memory usage, CPU usage, recent response time, requestor count, agent count, and the time of
the last system pulse. After you enable the integration between a monitored system and Pega Autonomic
Event Services, Pega Platform sends a Health Status (HLTH0001) message to Pega Autonomic Event Services via
SOAP over HTTP or HTTPS.

Pega Platform includes the PegaAESRemote ruleset, which supports Pega Autonomic Event Services
integration. When you enable integration between a monitored system and Pega Autonomic Event
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Services, agents in the ruleset periodically gather and send data to Pega Autonomic Event Services. This
data contains a summary of the standard Pega Platform log usage records, as well as schema metadata,
primarily consisting of index definitions. For more information, see Enhanced PegaAESRemote ruleset to
support the latest Pega Autonomic Event Services features.

You install Pega Autonomic Event Services 8.3 on a Pega Platform 8.31 system with multitenancy enabled
and the HFIX-59331 hotfix installed. For more information, see Installing Pega Autonomic Event Services
8.3 and Pega Autonomic Event Services hotfixes.

The following image is an overview of a typical Pega Autonomic Event Services deployment, and
demonstrates the relationship between the application and monitored systems:
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Pega Autonomic Event Services deployment overview

Alert processing

When a Pega Platform system generates alerts, it saves them in the alert log and sends them by using
SOAP to Pega Autonomic Event Services. Pega Autonomic Event Services then parses the alerts and stores
the records in the pegaam_alert database table. The application parses alert-specific data to determine how
to correlate alerts with a similar root cause. Every five minutes, an agent accumulates recent alerts based
on correlation, and either creates new cases for newly observed issues or updates the cases for existing
issues. Pega Autonomic Event Services stores these cases in the pegaam_action_work table.

Exception processing

When a Pega Platform system generates exceptions, it sends them by SOAP to Pega Autonomic Event
Services, which parses the exceptions and stores the records in the pegaam_exception database table.
Depending on how often an exception occurs and the system events that triggered the exception, Pega
Autonomic Event Services accumulates these records into exception cases. Pega Autonomic Event Services
saves these cases in the database in the pegaam_exception_work table.

Hardware requirements
For optimal performance and reliability, ensure that you use production-grade servers with load balancing
and failover for monitoring production deployments. As with any Pega Platform system, a Pega Autonomic
Event Services deployment can grow based on needs and resource availability, but a starting deployment
for Pega Autonomic Event Services 8.3 includes a dedicated database, load balancer, two WebUser nodes
and a node to run agents.



Ensure that you use hardware with at least the following specifications:

A dedicated database server with:
8 virtual processors (vCPUs)
64 GB RAM
750GB GB disk space
500 GB database
PostgreSQL 11 with PG Stat Statements enabled

Load balancer with sticky session support
Two servers to run WebUser nodes:

4 vCPUs
Tomcat 8 and Java 1.8
16 GB RAM
100 GB disk space
8 GB heap space

A server to host a node to which you assign the following types: Search, BIX, BackgroundProcessing,
Stream. For more information, see Classifying nodes.

4 vCPUs
Tomcat 8 and Java 1.8
24 GB RAM
200 GB disk space

16 GB heap space

Important: To optimize performance, all nodes must run with node types enabled. For more information,
see Classifying nodes.

For additional information about system requirements, see the Pega Platform Installation Guide for your
environment, available on the Deploy Pega Platform page.

Installing Pega Autonomic Event Services 8.3
Pega Autonomic Event Services 8.3 is an intelligent application monitoring tool that runs on Pega
Platform™. You install Pega Autonomic Event Services 8.3 on stand-alone multitenant servers.

Note: You cannot upgrade from a previous version to Pega Autonomic Event Services 8.3. Only a first-time
installation is possible.

To complete the installation, review the following information:

1. Prerequisites
2. Increasing the thread pool size
3. Importing the application bundle
4. Installing the required hotfixes
5. Partitioning the database
6. Configuring the email server account
7. Configuring a Pega Platform tenant
8. Optional: Configuring operators

Prerequisites
Before you install Pega Autonomic Event Services, complete the following tasks:

1. Verify that the Pega Autonomic Event Services deployment package contains the following files:
AES.zip – The Pega Autonomic Event Services application bundle
The following table partitioning scripts:

alerts_partitions.sql – used for configuring the pegaam_alert database table
alerts_aggregates_partitions.sql – used for configuring the pegaam_alert_aggregate database table
exceptions_partitions.sql – used for configuring the pegaam_exception database table
exceptions_aggregates_partitions.sql – used for configuring the pegaam_exception_aggregate
database table
index_events_partitions.sql – used for configuring the pegaam_index_events database table
nodestats_partitions.sql – used for configuring the pegaam_node_stats database table
palalerts_partitions.sql – used for configuring the pegaam_palalert database table
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2. If you use a non-standard Pega Platform installation with schema names other than the default pegadata,
replace the schema names in the partitioning scripts with your custom schema names:

a. Open a database tool, for example, the PostgreSQL tool pgAdmin.

b. Run the following query:
SELECT DISTINCT schemaname FROM pg_indexes WHERE tablename = ' <table_name>';

In the query, replace <table_name> with the appropriate table name, as listed in the following
table, for example, for the alerts_partitions.sql file, enter pegaam_alert.

File name Database table name

alerts_partitions.sql pegaam_alert

alerts_aggregates_partitions.sql pegaam_alert_aggregate

exceptions_partitions.sql pegaam_exception

exceptions_aggregates_partitions.sql pegaam_exception_aggregate

index_events_partitions.sql pegaam_index_events

nodestats_partitions.sql pegaam_node_stats

palalerts_partitions.sql pegaam_palalert

c. Use a text editor to open the file that contains the table partitioning script.
d. Find all occurrences of the phrase pegadata in the script file, and replace them with the result of the

query in step a.
3. Ensure that you understand the deployment architecture and hardware requirements of Pega

Autonomic Event Services. For more information, see Pega Autonomic Event Services 8.3 architecture
overview and deployment best practices. Note: To run Pega Autonomic Event Services on
PostgreSQL, you must install the PG Stat Statements module.

4. Install a new instance of Pega Platform 8.3 with the Apache Tomcat 8 application server and the
PostgreSQL 11 database, and then verify your installation, as described in the Pega Platform
Installation Guide for your environment, available on the Deploy Pega Platform page. Important:
During the installation, in the Database Setup stage, select Multitenancy Edition.

Increasing the thread pool size
To avoid scenarios in which the default thread pool size in Pega Platform is not sufficient to run Pega
Autonomic Event Services efficiently, increase the number of threads in the thread pool. As a result, you
ensure the correct operation of Pega Autonomic Event Services and you prevent insufficient thread pool
size exceptions.

1. Log in to Dev Studio.
2. Create a prconfig/agent/threadpoolsize/default dynamic system setting in the Pega-Engine ruleset with

the value of 50. For more information, see Using dynamic system settings.
a. In the header of Dev Studio, click Create > SysAdmin > Dynamic System Settings.
b. In the Short description field, enter Thread pool size.
c. In the Owning Ruleset field, enter Pega-Engine.
d. In the Setting purpose field, enter prconfig/agent/threadpoolsize/default
e. Click Create and open.
f. In the Value field, enter 50.
g. Click Save.

3. Restart the application server.
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Importing the application bundle
Pega Platform loads the system data and rulesets for Pega Autonomic Event Services during this step.

1. Log in to Pega Platform by entering the administrator credentials that you used when you installed the
new instance of this server. The default user name is administrator@pega.com and the password is install12345!
Note: If you are accessing the system for the first time, change the default password.

2. Click Configure > Application > Distribution > Import.

3. On the Application: Import wizard page, click Choose File or Browse, and then browse for the AES.zip
file from your distribution media.

4. Click Next.

5. Select the Enable advanced mode to provide more granular control over the import process check box,
and then click Next.

6. In the subsequent steps, click Next until you see the Operators tab.

7. Select the Enable new operators and overwrite existing operators on import check box.

8. Click Next.

9. In the subsequent steps, click Next until you see the following error messages: Import complete to database
from the file AES.zip, and Errors encountered during library compilation. See log for details.

10. Click Done.

11. Restart the Pega Autonomic Event Services server.

12. Log in to Pega Autonomic Event Services as AESDeveloper with the password Install12345! For security
reasons, change the default password when you log in for the first time.

Installing the required hotfixes
After you import the application bundle for Pega Autonomic Event Services 8.3, install the required hotfixes
for this version. For more information, see Pega Autonomic Event Services hotfixes.

Partitioning the database
To partition the database, for each of the table partitioning scripts that are listed in step 1 of the
prerequisites, perform the following steps:

1. Open a database tool, for example, the PostgreSQL tool pgAdmin.
2. Run the script in the database tool. For more information, see the documentation for your database

tool.

Configuring the email server account
Pega Autonomic Event Services sends event-based notifications and daily digests through your company’s
email system. Configure the account that you want Pega Autonomic Event Services to use for sending
email.

1. Log in to Dev Studio.
2. Click Configure > Integration > Email > Email Accounts.
3. Click the Default account.
4. In the Email account settings window, complete the Sender section. To learn more about email

accounts in Pega Platform, see Viewing your email accounts.
5. Click Submit.

Configuring a Pega Platform tenant
Before you start using Pega Autonomic Event Services, configure at least one tenant and tenant
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administrator. When you create the tenant, the system automatically creates the tenant organization,
division, and unit, as well as a Data-Admin-Tenant class instance for the tenant.

1. Log in to Dev Studio.
2. Click Configure > System > Tenant Management > Create.
3. In the Tenant Name field, enter the name of the system tenant.
4. In the Description field, enter a short (64-character) description to help distinguish systems with

multiple shared-region applications.
5. In the Contact Full Name field, enter the name of the person who is the contact for this tenant.
6. In the Contact Email field, enter the email address of the tenant contact.
7. In the Setup Activity field, select AESasService.
8. Optional: The default manager password and user password are autogenerated and are both complex

passwords that are automatically sent to your email after you create a tenant. To override the default
passwords, in the Parameters section, enter a manager password and user password that comply with
the password policies for your Pega Platform instance. Important: If you decide to override the
default passwords, ensure that your passwords comply with the password policies, which you can view
by clicking Configure > System > Settings > Security Policies. Although Pega Platform sends a
confirmation email for non-compliant passwords, you cannot access the accounts by using such
passwords.

9. In the Administrator field, enter the user identifier for the tenant administrator.
10. In the Password field, enter the password for the tenant administrator. Important: Although you are

required to complete the Administrator and Password fields, completing them does not actually create
an operator. To create a tenant administrator, run the TemporaryOperatorInTenant activity, as
described in steps 12 to 18.

11. Click Create Tenant to create the tenant and the organization. This operation creates an instance of
Data-Admin-Tenant.
The previous steps imply that the operator who creates the Rule-File-Binary also creates the tenant.
However, a different operator can also create the tenant. In this case, the operator who creates the
tenant must have access to the Rule-File-Binary through the operator’s primary access group.

12. In the navigation pane of Dev Studio, click Records > Technical > Activity, and then double-click the
TemporaryOperatorInTenant activity.
You can filter the list of activities by clicking the Click to filter icon in the Activity Name column header.

13. Click Actions > Run.
14. In the tenantName field, enter the name of the tenant that you entered in step 3.
15. In the Operation field, enter create.
16. In the EmailInput field, enter the email address to which you want to send the administrator password.
17. In the OperatorName field, enter the user identifier of the tenant administrator.
18. Click Run.

The TemporaryOperatorInTenant activity copies your shared-layer administrator user to the tenant
that you are creating, and then sends the administrator password to your email.

19. In the navigation pane of Dev Studio, click Records > SysAdmin > Dynamic System Settings, and then
click the SharedURL dynamic system setting.

20. In the Value field, enter the URL of the Pega Autonomic Event Services host system, for example,
https://aes831prod.pegacloud.net/prweb.

21. Click Save.

Optional: Configuring operators
By default, Pega Autonomic Event Services contains the following standard operators with access to all
clusters in the enterprise:

AESDeveloper – Configures and manages Pega Autonomic Event Services data and rules from the
developer portal. This operator has access only to the shared layer but cannot access the tenant layer.
DiagnosticCloudManager – Uses the manager portal to monitor the operational status of nodes and clusters
across the enterprise. The manager assigns work, monitors process operations, and performs
administrative tasks in this portal. This operator has access only to the tenant layer.
DiagnosticCloudUser – Uses the user portal, which includes a uniform approach to finding, entering, and
completing work within one or more clusters. This operator has access only to the tenant layer.

Different stakeholders within your organization, such as business sponsors, operational managers, and
developers, might require access to the Pega Autonomic Event Services server to review summaries, route
work items, and resolve issues. For information about editing the existing operators and adding new ones,
see Managing Pega Autonomic Event Services operator records.
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What to do next
After you install and configure Pega Autonomic Event Services 8.3, configure the systems that you want to
monitor. For more information, see Configuring your systems for monitoring with Pega Autonomic Event
Services 8.3.

Check whether your monitored system needs an enhanced version of the PegaAESRemote ruleset to
support the latest features. For more information, see Enhanced PegaAESRemote ruleset to support the
latest Pega Autonomic Event Services features.

Configuring your systems for monitoring with Pega Autonomic
Event Services 8.3
After you install Pega Autonomic Event Services 8.3, configure the Pega Platform systems that you want to
monitor.

For each Pega Platform system that you want to monitor with Pega Autonomic Event Services, complete
the following tasks:

Ensure that each system has a unique name
Pega Autonomic Event Services refers to monitored systems by their names, which are configured on Pega
Platform. For example, to view the Improvement Plan for a specific system, select the system name from
the monitored nodes list.

1. In Dev Studio, click Configure > System > Settings > System Name.
2. In the New Name field, enter the new name, and then click Submit.
3. Restart all nodes in the system to apply the new name.

Enable Pega Autonomic Event Services integration on
monitored systems
So that Pega Autonomic Event Services can receive alerts and exceptions from a system, update the
system's configuration with the correct URL.

1. Log in to Pega Autonomic Event Services.
2. On the Welcome page, in the Adding a new monitored system section, in step 2, click the CLICK HERE

link.
The endpoint SOAP URL is copied to your clipboard.

3. Log in to Dev Studio.
4. In the Dev Studio header, click Configure > System > Settings > Predictive Diagnostic Cloud.
5. In the ENDPOINT SOAP URL field, enter the endpoint SOAP URL that corresponds to the Pega

Autonomic Event Services server's SOAP URL.
6. Click Update Configuration.

The new system displays in Pega Autonomic Event Services after five minutes.

Managing Pega Autonomic Event Services operator records
As a Pega Autonomic Event Services administrator, you can create, modify, and delete operator records,
and define operators' roles. Use the operator records to grant or deny access to Pega Autonomic Event
Services or to update login information for an operator.

Creating operator records
Different stakeholders within your organization, such as business sponsors, operational managers, and
developers, might require access to the Pega Autonomic Event Services server to review summaries,
assign cases, and resolve issues. For each user, you must create an operator record.

1. In the Pega Autonomic Event Services header, click the Properties icon, and then select System
Administration > Create Operators.

2. On the Create Operators form, click Add Item to add more than one operator record.

https://community.pega.com/knowledgebase/articles/configuring-your-systems-monitoring-pega-autonomic-event-services-83
https://community.pega.com/knowledgebase/articles/pega-autonomic-event-services/enhanced-pegaaesremote-ruleset-support-latest-pega-autonomic-event-services-features


3. For each operator, enter the personal details, time zone, and select a role.

You can select one of the following roles:

Manager - Assign to users who administer Pega Autonomic Event Services. A user with this role
can access the Properties menu, manage notification subscriptions, and look at other users' work
queues.
User - Assign to users who monitor the application or who are responsible for resolving cases.

4. Click Next, and then click Finish to save the operator record information.

Managing existing operator records
Depending on stakeholder needs or on changes within your organization, you might need to update existing
operator records, for example, reset an operator's password or delete an operator that you no longer need.

You can change only one setting at a time.

1. In the Pega Autonomic Event Services header, click the Properties icon, and then select System
Administration > Manage Operators.

2. In the Operator field, enter an operator identifier to modify, and click Next.
3. Select one of the following options:

To change the operator's email address, select Change Operator Email.
a. Click Next.
b. Enter the new email address.
c. Click Finish to confirm the email and save the changes.

To reset the current password and send a new autogenerated password to the operator's email
address, select Reset password.

a. Click Next.
b. Click Finish to confirm the password reset.

To delete an operator record, select Delete user.
a. Click Next.
b. Click Finish to confirm the deletion.

Pega Autonomic Event Services hotfixes
Review the hotfixes that are required by the Pega Autonomic Event Services™ application, and request
them from the Pega My Support Portal.

To request a hotfix:

1. On My Support Portal, log in to your account.
2. Click Create, and from the Request Type list, click Existing Hotfix Request.
3. Complete the required fields.
4. Click Submit.

Import hotfixes in the following order:

Apply Pega Platform™ hotfixes immediately after a Pega Platform installation or upgrade.
Apply Pega Autonomic Event Services hotfixes right after you complete the application bundle import.
Apply monitored systems hotfixes right after you configure a system for monitoring with Pega
Autonomic Event Services.

For information about the hotfix installation, see the readme file that is included with the hotfix.

Pega Autonomic Event Services 8.3

Hotfix
number

Available
since Observed behavior Additional notes

HFix-
59331

Jan 7,
2020

New tenants are unable to process REST
service requests.

This hotfix is required for the correct
functioning of Pega Autonomic Event

Services.

https://community.pega.com/support/my-support-portal


HFix-
65024

Nov 25,
2020

The node count on the Enterprise tab is
incorrect and increases after every

refresh.

If a system name includes special
characters, the Enterprise tab displays

the unexpected character errors.  

This hotfix is required for the correct
functioning of Pega Autonomic Event

Services.

To install this hotfix, you need to click
Dev Studio > Application > Distribution

> Import.

HFix-
68119

Dec 29,
2020

User is wrongly allowed to configure
conditional “Notify when” AES

Notification on edit.

To install this hotfix, you need to click
Dev Studio > Application > Distribution

> Import.

HFix-
69298

Dec 29,
2020

Adobe Flash Player is no longer
supported as of December 2020 and

Flash based charts can not be rendered.

This hotfix changes the render method
for all existing Flash based charts to

use Report Definition rules.

To install this hotfix, you need to click
Dev Studio > Application > Distribution

> Import.

Hotfix
number

Available
since Observed behavior Additional notes

Pega Autonomic Event Services 7.3

Hotfix
number

Available
since Observed behavior Additional notes

HFix-
39121

December
6, 2017

The perfdatamode property in the cluster record is
reset, although a monitored Pega Platform instance is

configured to use push mode.
 

HFix-
39225

December
6, 2017

Managers cannot restrict system visibility by using the
Manage Operator Systems flow.  

HFix-
39044

December
6, 2017

When a user views a rule instance cache, an error in an
activity causes a misleading error message.  

HFix-
39086

December
6, 2017

In Internet Explorer 11, Total Alerts by Node, Alerts by
Category, and Exceptions by PCF reports might be

incorrectly displayed.
 

HFix-
39267

December
6, 2017

On the Agents tab and the Requestors tab, for a cluster
with multiple nodes, Pega Autonomic Event Services

displays data for one node only.
 

HFix-
44436

July 3,
2018

The AES 7.3 user interface is not rendered correctly
when running on Pega Platform 7.4.  

HFix-
46747

September
27, 2018

The nightly purge process deletes entries only from the
PegaAES-Work-Exception and PegaAES-Work-Action

class tables. As a result, unneeded entries in the
PEGAAM_ACTION_INDEX table cause performance

issues.

 

HFix-
46796

October 4,
2018

For a system with multiple active nodes, on the
Enterprise landing page Summary tab, Pega Autonomic

Event Services displays data for one node only.
 

HFix-
47290

October 4,
2018

For a system with multiple nodes, on the Enterprise
landing page Requestors tab, Pega Autonomic Event

Services displays duplicates of requestors.
 



HFix-
47600

October 4,
2018

Data about newly added nodes is not available,
because the D_ReachableNodes data page is not

refreshed.
 

HFix-
47601

October
12, 2018

In the Agents tab, the Enabled column displays
information incorrectly.  

HFix-
48448

November
2, 2018

The ExecuteGetActivityData activity always returns the
same message, regardless of the result of the node

reachability test.
 

HFix-
48132

November
5, 2018

In the Recent Alerts report, clicking an alert does not
open the corresponding case.  

HFix-
49975

January
14, 2019

In the Action Item Reports section, the Exception Items
- By Exception Class and Alerts - By Category reports

run for all systems by default, because they do not use
the current system as a filter condition.

This hotfix does not
contain a readme file.

Use the Import wizard to
import the HFix-
49975.zip file.

HFix-
50178

January
31, 2019

Data that is displayed on the Dashboard is two days
old.

This hotfix does not
contain a readme file.

Use the Import wizard to
import the HFix-
50178.zip file.

Hotfix
number

Available
since Observed behavior Additional notes

You can use Pega Autonomic Event Services 7.3 to monitor PRPC 5.4, 5.5, 6.1, 6.2, and 6.3, and Pega
Platform 7.1, 7.2, 7.3, 7.4, and 8.1.

Enhanced PegaAESRemote ruleset to support the latest Pega
Autonomic Event Services features
You can use Pega Autonomic Event Services to monitor all versions of Pega Platform™, starting with Pega
Platform 6.22. To ensure that your system sends all of the information that is required for Pega Autonomic
Event Services features that were introduced after your version of Pega Platform, ensure that you always
install the most recent version of the PegaAESRemote ruleset.

The PegaAESRemote ruleset contains agents that gather and send data to Pega Autonomic Event Services.
Pega frequently adds new features to Pega Autonomic Event Services that might require your system to
send data that earlier versions of the PegaAESRemote ruleset did not support. To ensure that you have the
most recent version of the ruleset, install the appropriate hotfix or product rule for your version of Pega
Platform. These enhancements consist of rules only, and you can apply them by using the Hotfix Manager
or the Import wizard without interrupting the availability of your system.

To apply the latest version of the PegaAESRemote ruleset for Pega Platform versions 7.1, 8.1, 8.2, 8.3, and
newer, perform the following steps:

1. Download the correct version of the component for your Pega Platform version. For more information,
see Enhanced PDC Integration for Pega. Note: Although the article refers to Pega Predictive
Diagnostic Cloud (PDC), the same PegaAESRemote ruleset provides enhanced Pega Autonomic Event
Services features.

2. Install the product rule by using the Import wizard. For more information, see Importing rules and data
from a product rule by using the Import wizard.

To apply the latest version of the PegaAESRemote ruleset for Pega Platform versions 7.2.1, 7.2.2, 7.3,
7.3.1, and 7.4, perform the following steps:

1. Go to My Support Portal and log in to your account.
2. Click Create, and from the Request Type list, click Existing Hotfix Request.
3. In the Requested Hotfix ID field, enter the hotfix appropriate for your version of Pega Platform.
4. Complete the required fields.
5. Click Submit.
6. Install the hotfix by using the Hotfix Manager. For more information, see Installing hotfix packages.

The enhanced PegaAESRemote ruleset is available for the following versions of Pega Platform:

https://community.pega.com/marketplace/components/enhanced-pdc-integration-pega
https://community.pega.com/sites/default/files/help_v84/procomhelpmain.htm#tools/moverules/moverules4.htm#Import_wizard_landing_page
https://community.pega.com/support/my-support-portal
https://community.pega.com/sites/default/files/help_v84/procomhelpmain.htm#tools/hotfixmanagerhfix/installinghotfixes-tsk.htm


Pega Platform
version Hotfix ID Product rule package PegaAESRemote ruleset

version
Available

since

7.1 Not
applicable

Enhanced PDC Integration
for Pega 7.1.4 January 29,

2020

7.2.1 HFix-
53697 Not applicable 07-21-04 June 26,

2019

7.2.2 HFix-
51553 Not applicable 07-22-04 March 13,

2019

7.3 HFix-
51554 Not applicable 07-30-04 March 13,

2019

7.3.1 HFix-
51555 Not applicable 07-31-04 March 13,

2019

7.4 HFix-
51556 Not applicable 07-40-04 March 13,

2019

8.1 Not
applicable

Enhanced PDC Integration
for Pega 8.1.4 January 29,

2020

8.2 Not
applicable

Enhanced PDC Integration
for Pega 8.2.4 January 29,

2020

8.3 Not
applicable

Enhanced PDC Integration
for Pega 8.3.4 January 29,

2020

Troubleshooting
Introduction to Pega Autonomic Event Services
Pega® Autonomic Event Services is an independent, self-contained system that gathers, monitors, and
analyzes performance and health indicators from multiple Pega BPM systems across the enterprise. Pega
Autonomic Event Services combines server-level and BPM-level enterprise monitoring in a single web-based
tool.

Not only a monitoring console, Pega Autonomic Event Services is an intelligent agent that can predict and
notify administrators when system performance or business logic problems occur. Pega Autonomic Event
Services provides suggestions and administration tools to correct them.

Designed for rapid deployment
Alerts and exceptions summary notifications
Putting alerts and exceptions into workflows
Sharing Pega Autonomic Event Services information
Weekly Scoreboard reports
Monitoring enterprise health
Why use Pega Autonomic Event Services?
A technical overview

Designed for rapid deployment
Pega Autonomic Event Services can be quickly deployed on any Pega BPM enterprise configuration. The
installation and configuration package contains all of the necessary files needed to set up the Pega
Autonomic Event Services server and configure the nodes for monitoring. The processes are
straightforward and do not require deep technical expertise.

https://community.pega.com/marketplace/components/enhanced-pdc-integration-pega
https://community.pega.com/marketplace/components/enhanced-pdc-integration-pega
https://community.pega.com/marketplace/components/enhanced-pdc-integration-pega
https://community.pega.com/marketplace/components/enhanced-pdc-integration-pega


Alerts and exceptions summary notifications
Pega Autonomic Event Services gathers and organizes Alert log messages and Pega log exceptions into
comprehensive summary notifications that parse the log data into a format that is easy to read and use as
a diagnostic tool.

Alerts identify individual system events that exceed performance thresholds or failures. Messages are
triggered when system events degrade performance or compromise Web node security. These include
events such as excessive browser interaction time, a requestor running too long, excessive data
retrieved from the database, or excessive time executing a database query.
Exceptions indicate abnormal processing behavior, which are not triggered as alerts. A properly
operating system should not show any exceptions. Exceptions contain messages (with stack trace
statements) created by your activities as well as by standard rules.

A wide range of data is associated with each alert and exception notification. The information includes a
session description, a stack frame list, clipboard data, a list of other alerts that occurred during the same
requestor interaction, and more. Performance (PAL) statistics supplement the summaries giving additional
insight into the overall performance impact. Here is an example alert notification:

Putting alerts and exceptions into workflows



As recurring patterns develop among key alerts and exceptions, Pega Autonomic Event Services
aggregates them and their associated data into work objects (action items or exception items). These
appear in the AES Manager portal for use in Pega Autonomic Event Services work flows.

This capability enables you to assign resources for information gathering, diagnosis, and remediation.
Hovering over an item gives you a snapshot summary of the alert and prioritizes it (via the urgency column)
as shown in this example.

Drilling down into an item displays the item's work form, which includes the alert's (or exception's)
frequency and total occurrences during a given time span. Most importantly, Pega Autonomic Event
Services diagnoses the degree of benefit derived by remediating the item, describes the issues that
contributed to causing the item, and suggests what you should do to fix each issue.

For example, Pega Autonomic Event Services creates a Memory Utilization (MU) action item when a
PEGA0028 alert occurs. The event indicates that JVM garbage collection processing did not reclaim enough
memory to remedy the performance impact. Here is an example:

To access information that is relevant to your investigation, the work form contains additional data and
drill-down capabilities.

Because troubleshooting memory issues can be complex, Pega Autonomic Event Services tracks alerts that
are likely correlated to the MU action item as shown below:



A time-series plot of the data shows the temporal relationships among the alerts.

Sharing Pega Autonomic Event Services information
To facilitate enterprise-wide communication and team coordination during system optimization, you can
set up email subscriptions for any user in the enterprise that automatically send notifications of current
system events. These include the creation of new alerts, exceptions, and work items, or changes to a
cluster's health status. The subscriptions can also issue daily or weekly Pega Autonomic Event Services
scorecard reports, as well as the Top Offenders scorecard.

Weekly Scoreboard reports
Pega Autonomic Event Services provides two scoreboards to help quickly identify the top performance



issues, as well as summarizing weekly performance statistics and comparing them to the previous week.

The Top Offenders report highlights the five action items that are contributing the most time to overall
browser time. By focusing on the top issues, users can ensure that they spend their efforts on the action
items that will make the most difference in the performance of the system.

The scorecard also shows the current status of these action items, how long they have existed, and
whether the problem has gotten better or worse in the past week. This allows managers to quickly track the
progress towards fixing the top issues in a particular system. Here is an example of a Top Offenders
scorecard.

The weekly scorecard shows daily performance statistics as well as the highest urgency action and
exception items. Here is an example of a weekly scorecard.



Monitoring enterprise health
The Pega Autonomic Event Services Enterprise Health console provides up-to-the-minute enterprise,
cluster, and node level monitoring. The console tracks these key statistics and events:

Number of active requestors
Number of agents running
Percentage of JVM memory being used
Last time of system pulse
Process CPU usage
Number of database connections
SQL exceptions
Average HTTP (browser or portal requestor) response time
Rule cache enabled
Alerts and exceptions the require immediate attention

The console associates each metric with a color-coded indicator signifying a normal (green), warning
(yellow), or critical (red) condition. An indicator changes to yellow or red when a reading exceeds a
specified threshold value. Easy to spot on the console, these indicators tell you to investigate and resolve
the trouble spots before they worsen into chronic performance issues.

Here is an example of a node's health information. Agents are in critical condition as defined by its
threshold. You can modify the values to suit your custom requirements.



To aid your research, Pega Autonomic Event Services correlates Critical indicators to alerts reports or to
current console information.

From one console, you can manage requestors, agents, and listeners across your enterprise. As shown here
on the Requestors form, you can stop, interrupt, get clipboard size, and so on for each requestor on every
node.

You can use the console to drill down and display active graphs of system run-time behavior. This example
shows the amount of memory used by a node:



Additionally, you can view charts and reports that describe node or cluster activity over a specified
duration. Here is a chart showing the number of each type of user over a number of days.

Why use Pega Autonomic Event Services?
Pega Autonomic Event Services is a key tool for use in both development and production environments.

In a development environment
Pega Autonomic Event Services is useful when building enterprise-level applications and discovering issues
of scale and load that can significantly affect processing performance in a production environment. Pega
Autonomic Event Services can accelerate process optimization by identifying potential performance issues
early in the development and testing phases, as well as giving users suggestions for how to fix the issues.

For example, a work object may have a list loaded from the database for the user to review. In a test
system, this list may be small. However, when that system goes into production, there will be many more
items on the list and more users loading the list at the same time, which will place greater stress on system
performance. Using Pega Autonomic Event Services, you can identify trouble spots when they are small and
before they cause a larger impact on application performance.

In a production environment
Pega Autonomic Event Services flags issues that may arise due to increased workload or reconfigured
applications.

For example, you may want to run some processes during non-work periods, which formerly had been
spread out during longer work periods. As a result, the concentration of server/database interactions may
trigger alerts that reveal the need for better load balancing or hardware upgrades. As another example, you
may reconfigure a flow to automate a manual flow action, thus creating new demands on server/database
interactions.

A technical overview
Pega Autonomic Event Services is installed on a standalone Pega Platform server that monitors the



performance status of one or more Pega Platform nodes and clusters in an enterprise deployment. Here is a
high-level illustration of the Pega Autonomic Event Services architecture.

Real-time system data, such as the number of active requestors or CPU usage, are sent by a SOAP service
from the monitored Pega Platform node to the Pega Autonomic Event Services system server. Pega
Autonomic Event Services parses these messages and stores the records in pegaam_node_health and
pegaam_node_stats tables in the Pega Autonomic Event Services database. These records are used to
generate the data used in the Enterprise Health console. These messages also contain the information
necessary to create the cluster and node records for the Pega Autonomic Event Services system.

When a Pega Platform node generates alerts, they are written to the node's Alert log and sent by SOAP to
the Pega Autonomic Event Services server. It parses the alerts and stores the records in the pegaam_alert
table in the Pega Autonomic Event Services database. Based upon how often an alert occurs and the
system events that triggered those alerts, Pega Autonomic Event Services aggregates these records into
work objects called Pega Autonomic Event Services action items. These items are written to the Pega
Autonomic Event Services database in the pegaam_action_work table as one of several action-item types.

Exception processing is similar. When a Pega Platform node generates exceptions, they are sent by SOAP
to the Pega Autonomic Event Services server. It parses the exceptions and stores the records in the
pegaam_exception table in the Pega Autonomic Event Services database. Based upon how often an
exception occurs and the system events that triggered those exceptions, Pega Autonomic Event Services
aggregates these records into work objects called Pega Autonomic Event Services exception items. These
items are written to the Pega Autonomic Event Services database in the pegaam_exception_work table.

Pega Autonomic Event Services queries daily the monitored nodes for Log-Usage data by way of SOAP. This
data, which includes PAL statistics, is used to update requestor-related reports and graphs. These statistics
enable you to view and analyze the data in many contexts and help you target and solve performance
issues that may not be captured in the alert or action item data.

How to use the Pega Autonomic Event Services Enterprise
Health console
The Pega® Autonomic Event Services Enterprise Health console provides current enterprise, cluster, and
node-level monitoring for key system statistics. The monitor uses visual indicators to alert you to abnormal
operating conditions that may be hindering performance or threaten a processing failure. The console
provides access to diagnostic information by way of reports and current statistics.

The Enterprise Health console provides a view of the enterprise at the following levels:



Enterprise
Cluster
Node

This article describes how to use the console's functions and features at each level to ensure quick
recognition and remediation of abnormal operating conditions.

This article describes Pega Autonomic Event Services 3.3.1. If you are using a newer version, there might
be user interface and functional differences that do not correspond exactly with the information presented
here.

Enterprise view
Cluster view
Summary tab
Reports tab
Requestors tab
Agents tab
Listeners tab
Management tab
Node Health Information
Indicator threshold settings
Node view
Node view tabs

Enter your manager ID and password on the Pega Autonomic Event Services welcome screen and click Log
In. Remember that passwords are case-sensitive.

The AES Manager Portal displays the Enterprise Health home view (the other navigation bars — Action
Items, Reporting, and Administration — are not shown in the image below).

As you work with the monitor, use the navigation arrows  to go to views that you have previously
opened. You can also click Enterprise Health in the navigation panel to return to the enterprise view.

Enterprise view
The top view of the Enterprise Health console displays a list of clusters comprising the enterprise. The Prod
Level column shows the cluster's production level (the level set in the System data instance). The Nodes
(Up/Total) column contains a count of active (up) and total monitored nodes in the cluster.

Health indicators
A row displays color-coded indicators showing the collective health of the cluster's nodes. These indicators
include:

Requestors — Number of active requestors
Agents — Number of agents running
Memory — Percentage of JVM memory being used
Pulse — Last time of system pulse
CPU — Process CPU usage
Database — Number of database connections, or the occurrence of SQL exceptions
Cache — Rule cache enabled (yes/no)
HTTP Response — Average HTTP (browser or portal requestor) response time (in seconds)
Urgent Events — Alerts or exceptions that require immediate attention

Each indicator condition (Normal, Warn, or Critical) is defined by a set of threshold values set in a related
decision table. You can use controls in the console to modify the thresholds at the enterprise, cluster, or
node levels as described in section Indicator Threshold Settings in this article.



An agent named Monitor Health Status updates the indicator status for all nodes across the enterprise
every two minutes. The indicators refresh automatically when the agent pulses.

Under normal conditions the indicators are green. However, when a node metric exceeds a threshold, the
indicator can turn yellow (Warn condition) or red (Critical condition), depending upon the incoming value.
For example, if the CPU usage exceeds 80% (but less than 90%), the CPU indicator turns yellow. If it
exceeds 90%, the indicator turns red. Warn and Critical indicators help you quickly detect problems and
correct the trouble spots before they worsen into chronic performance issues.

The Cache, Pulse, and Urgent Events indicators do not have a Warn condition; they are either Normal or
Critical. The Urgent Events indicator is triggered by alerts or exceptions. There is no indicator threshold
setting.

If you are a subscriber to the HealthStatusChange scorecard, you will get an email notification when
indicator changes level (for example, the HTTP Response indicator changes from Warn to Critical).

In the example below, the cluster PRPCDevelopment shows that all seven nodes have a normal status for
requestor count. However, one node is showing an Agents Critical condition. This indicates that the number
of running agents is fewer than the critical threshold of four. In addition, two nodes indicate a Memory Warn
condition. This means that more than 80% but less than 90% of total memory is being used.

Use the cluster view to display the conditions of the individual nodes as described in the Cluster View
section in this article.

The node indicators show counts at the most serious level. For instance, if one node in cluster
PRPCDevelopment had an Agents Warn condition and another node (in the same cluster) had an Agents
Critical condition, only the critical count (1) and red indicator would display.

Urgent Events indicator
All health indicators except Urgent Events are constantly updated by way of the Monitor Health Status
agent. This functionality provides a steady-state overview of the clusters and nodes across the enterprise.

The Urgent Events indicator, on the other hand, turns red when a critical exception or any of the following
alerts occur:

Alert Category

PEGA0001 - HTTP interaction time exceeds limit Browser Time
PEGA0010 - Agent processing disabled Agent Disabled

PEGA0017 - Cache exceeds limit Cache Force
Reduced

PEGA0019 - Long-running requestor detected Long Requestor Time
PEGA0022 - Rule cache has been disabled Rule Cache Disabled

PEGA0027 - Number of rows exceeds database list limit DB List Row
PEGA0035 - A Page List property has a number of elements that exceed a

threshold Clipboard List Size

These include alerts where KPI or PAL values far exceed their logical limits. Urgent events should be
remediated as soon as possible as their impact will seriously degrade system performance. In many cases,
these events are related to Critical conditions among the other health indicators.

To investigate the individual events within a node, expand the console as described in the Node View
section in this article. Doing so enables you display and open the alerts or exceptions from a list report.

https://docs.pega.com/node/5611
https://docs.pega.com/node/5651
https://docs.pega.com/node/5686
https://docs.pega.com/node/5696
https://docs.pega.com/node/5711
https://docs.pega.com/node/5736
https://docs.pega.com/node/6911


The indicator remains red for 30 minutes from the last Urgent Event, after which it returns to green. If the
console has not been monitored by an operator for an extended period, go to node view and open the
Urgent Events tab to display an event history.

Subscribers to the HealthStatusChange scorecard will get an email notification when the indicator changes
status.

Nodes status indicators
Gray health indicators (Offline or Unknown) appear when one or more monitored nodes in a cluster is not
operational. This occurs when the Pega Autonomic Event Services server has not received, within two
minutes, a node health message. The Nodes (Up/Total) column uses color indicators to show whether the
inactive nodes are shut down as the result of an administrative action or due to an unknown reason such as
a communication interruption or system failure. Here is an example:

When all nodes in a cluster are operational, the cluster's Nodes (Up/Total) value has no color indicator.
The health indicators appear as usual.
When one or more nodes in a cluster are intentionally offline, the Node indicator is yellow. If all nodes
are not operational, Offline appears in every health indicator.
When one or more nodes are shut down due to an unknown reason, the Node indicator is red. If all
nodes are non-operational, Unknown appears in every health indicator. Have your system
administrator restart the node. If it is running, verify that the monitored node is correctly configured to
send health messages. Instructions for making the settings are described in Troubleshooting Pega
Autonomic Event Services configuration and installation issues.
When one or more nodes is not operational (Offline or Unknown) but at least one node is up, the
health indicator columns appear as usual.
When there are Unknown and Offline nodes in a cluster, the Node indicator is red.

In the above example:

Both nodes in the AESDevelopment cluster are intentionally offline.
Each node in the AESDevMon and doridsys clusters is shut down for unknown reasons.
Ten of the 12 nodes in the pega cluster are not operational.

To view a node's operational status at the cluster level, click a Node indicator.

Selecting the AESDevelopment Node indicator shows that both nodes are Offline.

Selecting the Pega Node indicator shows that of the ten non-operational nodes, two are Offline and eight
are Unknown (at the Enterprise level, the cluster's node indicator is red).

https://docs.pega.com/node/6961


There are two additional indicators, Disabled and Redirected, which appear when management commands
are applied at the cluster or node levels. See Management tab for descriptions.

Removing non-operational node indicators from the console
The system periodically removes nodes displaying Unknown or Offline node status indicators from the
console. This occurs when Pega Autonomic Event Services has not detected the node from between 24
hours to 48 hours. If all the nodes in a cluster are not operational, the cluster is removed.

To manually remove a non-operational node, go to the cluster view and click the Delete icon located in the
node’s last column.

To remove a cluster, open the Administration section, select the cluster from the drop-down list, and click
Delete Cluster.

Monitoring may have been turned off when a node was configured (Pega Autonomic Event Services 3.3.1 or
later). Alerts, exceptions, health messages, and PAL statistics from this node are not sent to the Pega
Autonomic Event Services server. The node does not appear on the Enterprise Health console. For more
information, see Autonomic Event Services (AES) 7.2 Monitored Node Configuration Guide.

Cluster view
Click on a cluster name to view cluster-level information. The Health tab displays a list of nodes and their
individual indicators. Expand the Cluster header to display cluster names, description, production level, and
a link to the System Management Application (SMA) URL. In this example, the AES_55SP1 cluster is
displayed.

For additional statistics and controls, start SMA by clicking the URL link or the SMA icon located on the
right side of the Cluster section header. If necessary, you can modify the link by clicking Edit to the right of
the URL address.

The cluster view contains tabs for accessing system reports for the cluster and current (runtime) operating
statistics for all the nodes within the cluster. The Monitor Health Status agent refreshes the statuses of the
various indicators for the various nodes. The tabs are described in the following sections.

Summary tab
Displays a summary snapshot of the cluster's operational status including up time and counts for active
requestors, agents, listeners, and database connections. To update the statistics, click the Refresh icon.

https://docs.pega.com/node/6941#Q
https://docs.pega.com/media/20586


Reports tab
Displays three interactive charts showing cluster-level system statistics for a given date or date range. The
charts provide the following controls:

Use the slider control to adjust the date range:

Hover over a vertical line (date) to display an exact count.
Click the Maximize icon to present the chart in a larger, full-screen window.
Click the Show Data icon to view the summary view output as numeric data.

To view and interact with the charts, your workstation web browser must include the Adobe Flash Player 9,
a free download is available at www.adobe.com/products/flashplayer.

The charts are as follows:

Average browser response time — The average processing time (in seconds) for all browser requestors
on a given date or date range. This number does not include network time.
Maximum unique user in a day — The number of Pega Autonomic Event Services users logged onto
the nodes. The users are categorized by the standard requestor types. In this example, there were
nine browser requestors on 2/12/09:

Alerts by category — Alerts received by Pega Autonomic Event Services for the selected cluster. The
report displays the name and count in each alert category. Select a row to drill down for more
information.

Requestors tab
Displays a list view of requestors currently running in memory on all nodes on all applications. Note the
number of nodes running per node. If one node has a much higher number of requestors than other nodes,
this can indicate load-balancing issues across the system. Because the node is doing more of the work,
users on that node may experience performance issues.

You can perform a search to open a specific node or click Search to open all of them.

http://www.adobe.com/products/flashplayer


An item displays this information:

Node — Node name or hex code identifier
Requestor ID — The unique ID of the requestor. The first character of the name indicates how the
requestor is used:

A is being used by a listener or service rule.
B is a batch requestor, used by agent processing.
H is being used by a user (an HTTP interaction).
P is used for portlet support.

User Name — The user ID associated with this requestor. None signifies that this requestor is being
used by an agent or other process, or that the user is not currently logged in.
Application — The PRPC application
Last Access — The date and time the requestor last performed an operation.
Thread Count — Number of threads associated with this requestor.
Last Input — The last activity or stream that was executed.

Click on a node's Expand icon to display additional details, including:

Client Address — The IP address of the machine sending the requestor information. If User Name is
none, the client address is a process.
Profiling — Whether the agent is enabled for this requestor.
Java Thread — The thread ID of an active requestor, if the requestor is operating in the context of a
Java thread. The field can be empty if there is no activity at the time of the snapshot. As one example,
SMA on WebSphere runs on a SOAP connector, and in that case the thread number in the SOAP
connector thread pool is shown in this column.
Last Thread — Name of the last thread running
Traced — Whether Tracer is enabled for this requestor.

Select a requestor on the list and right-click to display a drop-down list of commands.

Stop — Stops the requestor, removes it from the requestor status display, and deletes it from the
system.
Interrupt — Stops the processing of the selected requestor at the beginning of the next activity step. If
the requestor is in an error condition, such as executing a Java block that is in a loop, this command
may be unable to stop the requestor.
Clipboard Size — Displays the estimated data size (KB) of requestor and all threads.
Clipboard — Displays the data on the Clipboard for the selected requestor. If the default security
properties file is still in effect, clipboard access is denied with a message like:

Access to the MBean operation/attribute RequestorManagement.Clipboard[java.lang.String]
has been denied. If you believe that you should have access to this operation or attribute, please
check your MBean security settings or contact your System Administrator.

For more information about the Clipboard, see Data Structures.
Performance Details — Displays PAL statistics for the selected requestor. See Overview of the
Performance Tools (PAL) for information about the statistics.

https://docs.pega.com/node/602236
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Requestor Details — Displays a Trace Entry that shows trace lines for the operations performed by the
selected requestor. This is a snapshot display that does not update in real time. Access to the Trace
Entry is denied if the default security properties file is still in effect, as noted above for the Clipboard.

Locked requestors
To display a java stack trace of the last accessed thread that locked a requestor, select it in the list.

Right-click and select Requestor Details. Here is an example:

In the list, requestors executing activities are displayed as locked. When you click Requestor Details, the
system tests the current status by attempting a lock. If the activity has finished and has released the lock
(before the list is updated), Pega Autonomic Event Services successfully gets the details. A stack trace is
not displayed.

An infinite loop or a request made to a database or external system that is failed, disconnected, or
unavailable can cause an abnormally long locking condition. As a result, the node does not receive a
response from that external system within the time limit. This may generate a PEGA0019 alert, or trigger a
Critical CPU indicator condition.

Agents tab
Displays the agents configured for the nodes comprising the cluster. Each agent item shows the following:

Node — The node on which the agent is running .
Enabled — Shows whether the agent is running (a green checkmark) or not (a red ‘x’).
Ruleset — The name of the agent’s ruleset
# — The index number of the Agent Activity entry as listed in the Rule-Agent-Queue. Numbering starts
with 0.
Description — Short description of the agent, which can include the Agent Activity class and name.
Scheduling — Displays either the current wakeup interval for the agent, in milliseconds (for a periodic
agent), or the description of settings chosen for the next time the Agent Activity runs, which can be a
string like daily, weekdays only (for a recurring agent).
Last run start — The start time of the last run for this Agent Activity.
Last run finish — The end time of the last run for this Agent Activity.
Next run time — The next time this Agent Activity is scheduled to run.
Exception information — A warning icon appears under the Exception column (see image below) when
an agent has stopped running due to an exception. Expand the item to display the message.

A Critical condition with a description of All Agents Disabled indicates that the agent enable setting in the
node's prconfig.xml file has been disabled (set to false). Although the Agent and Pulse indicators will
indicate Critical, an alert or exception will not be triggered. Consult your application administrator for more
information.
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Right-click on a row to show a list of commands you can use with the agent. They are categorized for a
single activity and for all activities in the queue. Click Query Rulesets to open in a separate browser a list of
ruleset names associated with the agent.

For a single activity in queue

These commands operate on a single agent activity:

Start — Starts the selected agent activity.
Stop — Stops an agent activity that is currently running; sets the Enabled column to false, and prints
an exception in the Exception section.
Restart — Stops the selected agent activity and then restarts it.
Is Alive? — Shows the RuleSet name, queue number, and enabled status (true or false) for the selected
agent activity.
Query — Displays information on the selected agent activity.
Delay — Delays the next start of this activity to permit Tracer startup. The execution of an Agent
Activity can go by too fast to enable the Tracer. This button sets the Agent Activity’s status to waiting.
When the Tracer is enabled, the activity can be started.

For all activities in queue

The commands in this section work the same as the For single activity in queue commands, operating on all
activities in a ruleset's queue. Selecting any single activity in effect selects all activities for that ruleset
queue.

Start All — Starts all agent activities in a ruleset queue.
Stop All — Stops all agent activities in a queue or ruleset that are currently running; for each activity in
the ruleset, sets the Enabled column to false, and prints an exception in the Exception section.
Restart All — Stops and then restarts all agent activities in a queue or ruleset.
Are All Alive? — Shows for a selected agent activity whether all queued agent activities for that ruleset
are enabled or disabled.
Query All — Displays information on all agent activities in a queue or ruleset.

Listeners tab
This tab contains a list of active listeners for all nodes comprising the cluster. Expand an item in the list to
display its details including the time started and the Listener class.



To start a listener, select a node and an available listener in the drop-down menus and click Start Listener.
It will appear in the list after it has been started.

RIght-click on a row to display a list of commands you can use with this listener, this listener type, or all
listeners running on the node.

For this listener

Query — Displays information about the selected listener.
Listener Rule Data — Data provided about this listener from the Data-Admin-Connect instance.
Restart — Stops and then restarts the selected listener.
Stop — Stops the selected listener and removes it from the active listener list.

For this listener type

These commands affect all listeners of the same type as the selected listener in the For this listener
section. The types include Email, File, JMS, JMSMDB, and MQ.

RestartType — Stops and then restarts all listeners of the specified type.
StopType — Stops all listeners of the specified type.

For all listeners

These commands affect all listeners in the Running Listeners section. It is not necessary to select a specific
listener in order to use them.

RestartAll — Restarts all listeners on this node.
StopAll — Stops all listeners on this node.

Management tab
As of Pega Autonomic Event Services 3.3.1, this tab appears in the AESManager and AESDeveloper portals.
It does not appear in the AESUser portal.

When you use the prremoteutil utility to configure nodes and clusters, then by default:



Monitoring is enabled when the node starts.
Alerts and exceptions are broadcast to the Pega Autonomic Event Services server that you specify.

The commands in this tab allow you to dynamically change these settings without having to shut down the
cluster and repeat the configuration process.

You can also perform these commands at the node level. See the Management tab topic in Node view tabs.

Before you use these commands, verify the following:

All clusters and the nodes comprising them are operational.
All nodes have been upgraded to Pega Autonomic Event Services 3.3.1 or later.
The target server is operational if you are redirecting clusters or nodes to it.

Use the commands as follows:

Cluster Monitoring — Click Disable to stop monitoring this Pega Autonomic Event Services server for this
cluster. Alerts and exceptions are logged on the nodes but are not sent to the server. Health messages are
not sent. The health indicators display Disabled as of the next node health pulse. This has no effect on the
Node (Up/Total) color indicator. For instance, when a cluster is disabled, the indicator does not turn red.
Click Enable to start monitoring again.

Use case: As you build a multi-cluster system, you do not want to receive alerts from individual clusters
until the entire system is complete. To do this, you disable the cluster after the nodes are configured and
re-enable it (and the other clusters) when the system is ready for service.

AES Server Redirection — To disable monitoring on this Pega Autonomic Event Services server for this
cluster and redirect and enable monitoring on another Pega Autonomic Event Services server, enter the
target server URL (Pega Autonomic Event Services SOAP servlet URL) in the New AES URL field and click
Redirect Cluster.

Alerts and exceptions are reported to the new server immediately. The cluster appears on the new server's
Enterprise Health console as of the next health indicator pulse. The health indicators display Redirected on
the original server as of the next node health pulse. This has no effect on the Node (Up/Total) color
indicator.

The target server can be running any Pega Autonomic Event Services version. However, the Management
tab commands on the target server will not be available unless it is upgraded to Pega Autonomic Event
Services 3.3.1 or later.

At the Enterprise view, the Disabled or Redirected indicators appear only if none of the nodes in a cluster
have Normal, Unknown, or Offline indicators. If all the nodes are both disabled and redirected, only the
Disabled indicators appear.

A group of clusters is deployed on a UAT system, which is monitored by a dedicated Pega Autonomic Event
Services server. When UAT is complete, you want to deploy the clusters to a production system, which is
monitored by its own AES server. Rather than having to manually re-configure these nodes, you can
redirect the clusters from the UAT server to the production server.

When a node is configured for Pega Autonomic Event Services, the Enable / Disable and Redirect
commands may be turned off. The node is monitored and appears on the console but the commands
cannot be applied to it. For more information, see Autonomic Event Services (AES) 7.2 Monitored Node
Configuration Guide.
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Node Health Information
From the cluster view, you can expand each node row (using the Expand icon) to display the Node Health
Information panel. It is organized into two functional areas as shown below:

Indicator statistics
To help you monitor the health status of each indicator, the left area displays the following information:

Health Indicator — The name of the indicator
Metric — The indicator value's unit of measure
Metric Value — Indicator value generated by the node as of the last health agent pulse (Last Pulse).
When received, the system evaluates this value against its threshold setting. If the value changes the
status, the indicator automatically changes color. Use the refresh icon to display the most current
statistics in the panel.
Last Changed — The time that has elapsed since the indicator changed status. The value will be No
Change if there have been no changes since the node was started. To see when the change occurred,
hover over a value to display the date and time as shown in this example:

Click on the value to open an indicator history report. Here is an example of an Agents report:

Expand an item to display its details. Both of the items are expanded here:



The Warn item's Indicator section shows that the CPU usage value (34) exceeded the threshold (30).
As of the pulse timestamp in the Status Change Occurred at  row, the status changed back to
Normal when the value fell below the threshold. The Occurred on Node row displays the node name (if
any) and the hex code identifier in parentheses.

The status is Unknown or Offline if the last change was caused by a system shutdown.

About the database change indicator
The database indicator status changes to Warn or Critical if either of the following is true:

The total number of database connections exceeds a threshold value
An SQL exception occurs. The indicator is No Error if the last operation was successful.

Open the Database Events tab (Node view) to display a list of the events that tripped the
indicator. Click on an item to for more information. If there were no database exceptions in the
past 30 minutes, the list is cleared by the system.



These events also trip the Urgent Events indicator and appear in the Exceptions report on the
Urgent Events tab.

Indicator threshold settings
It is advised that you do not modify the default health indicator thresholds, which are set to levels that fully
utilize available resources and optimize system performance. If necessary, you can modify threshold values
under the Criteria Scope and Maintenance columns as described in this section.

Criteria Scope — Indicates the specificity of the criteria being used to evaluate the indicator on a monitored
node. A decision table is used to define the logic for evaluating the statistic values against their criteria.
The Default tables contain criteria that are applied to all nodes across the enterprise. To open the decision
table, click the Default link next to the health statistic name. Here is the default table used for the
Requestors statistic. The values apply to all clusters in the enterprise.

You can modify the values and save the rule. Doing so updates all the criteria values for all Requestors
throughout the enterprise.

Maintenance — Provides cluster or node level overrides for the default indicator logic. Clicking on one of
these links creates a circumstanced version, which overrides the default table. There are two override links:

Cluster - The criteria is defined for a cluster (overriding criteria defined for the enterprise scope).
Node - The criteria is defined for a node (overriding criteria defined for both the cluster and the
enterprise scopes)

For example, if you want to change the default Requestors criteria only at the cluster level, do the following:

1. Click the cluster link under the Maintenance column on the Requestor row.

Pega Autonomic Event Services creates a new circumstanced instance of the default requestor table.
The circumstance is defined by the cluster to which the node belongs.



2. You can either keep the existing values and exit the rule form, or you can modify the values and save
the rule. When you exit the form, the Criteria Scope and Maintenance columns look like this:

3. The values in the Cluster rule apply to all the nodes within the specified cluster (the one to which the
node belongs). The above configuration appears when you open any node in this cluster view.

If you had created a node-specific rule, the Maintenance column is empty — you cannot create a cluster
rule to override a node rule. To delete the circumstanced instance and return to the default table, click
[remove].

Node view
From within the cluster view, select an indicator (not the expand icon) to open a set of reports and charts
associated with the node.

Here is an example of a node view:

Tip: While in cluster view, selecting a Requestor, Agents, Database, or Urgent Events indicator opens the
indicator's respective tab. Selecting the HTTP Response indicator does not open a node view.

Expand the Cluster header to display details about the node. It also contains links to the SMA tool (editable)
and to the Process Commander application. Use the Cluster link in the top header to return to cluster view
at any time.



Return to Top

Node-view tabs
The node view contains ten tabs.

System Info tab — has six expandable sections:

Runtime — Interactive charts displaying data from the prior two weeks to the most current agent
pulse. These include memory used (MB), CPU used (percentage), and number of active requestors (by
type).
Version Info — Displays node, build, and JVM information, and a count of system-wide requestor starts
(by type).
Configuration — Displays the contents of the monitored node's prconfig.xml file.
Module Info — Displays versions for all currently loaded java classes that make up the Process
Commander rules engine. This is useful troubleshooting information where you need to determine
whether a particular hot fix was applied to a Process Commander system.
Load Info — Displays four interactive charts showing node load trends. Charts include average browser
response time, average compilation (CPU) time for all the assembled classes, compilation count, and
assembly count.
Cache Summary — Displays in real time an interactive chart showing the sizes (in megabytes) of the
FUA and Rule caches.

For a detailed report about each cache, click a link located under the chart.

A link to the article Understanding the PEGA0017 alert - Cache exceeds limit appears when the Max Pruned
value in these caches is greater than 0.

FUA Cache — The Max Pruned value in FUA Alias Entries (Max Pruned in Assembled Class Entries is not
used as a threshold).

Rule Instance Cache — The Max Pruned values in either Instance MRU or Rule Resolution Alias MRU
caches.
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When the Cache Size reaches its Max Size ( about 125% the Limit value), there is no physical space to
increase cache size. The system prunes the entries and Max Pruned shows a non-zero value. This condition
is serious as it is likely to cause erroneous processing behavior.

Reports, Requestors, Agents, and Listeners tabs — provide, at the node level, information as described
previously for the cluster-level tabs.

The Urgent Events tab contains two lists of events (alerts and exceptions) that triggered the indicator (only
Alerts shown in the example below).

When an event occurs, the item is appended to the list. Click on an item to open it. Items remain in the list
indefinitely. To remove all of them, click Clear All Events.

Database Events tab — Displays a list of the SQL exceptions that tripped a Warn or Critical Database
indicator. Click on an exception for more information. The list remains in the tab for thirty minutes and is
then cleared by the system. These events also trip the Urgent Events indicator and are reported in the
Urgent Events tab.

Correlations tab — Provides links to alerts reports or to other tabs that are related to Critical indicators
(Requestors are not included). The links are grouped by indicator. For example, if the Memory indicator is
critical, open the Correlations tab and select each of the links in the Memory group. Note that some
changes to a health indicator do not necessarily produce correlated alerts. For example, a critical Memory
condition is probably related to a PEGA0028 alert, but a PEGA0035 alert may not be correlated to the
condition.

To use this tab, select the time range for the report data you want to display. For example, if you select 1d
ago and click View Recent Memory Alerts, the report will include all PEGA0028 alerts generated in the
previous 24 hours. The default is thirty minutes. Note that the Time Range setting does not affect the View



Agents Not Running or the View the Current Status of the Pulse Agent correlations. The links in the indicator
groups are as follows:

Memory — Displays lists of PEGA0028, PEGA0004, PEGA0027, and PEGA0035 alerts.
Pulse — Opens the Agents tab, which displays a list of the running agents. Displays a list of PEGA0010
alerts.
CPU — Displays a list of PEGA0019 alerts.
Agents — Opens the Agents tab, which displays a list of the agents that are disabled. Displays a list of
PEGA0010 alerts.
Cache — Displays a list of PEGA0022 alerts.
Urgent Events — Opens the Urgent Events tab, which lists the events that occurred within the
specified time range.

Click on an item in an alerts report to display the form. Open the related action item by selecting Click to
find related work in the Related Work section.

Application Changes — Displays a list of ruleset versions that have been added or deleted from the
cluster (to which the node belongs). The list also includes the operator and time an update was made.
A Pega Autonomic Event Services agent checks the application once every twenty four hours. If there
have been updates between two consecutive agent pulses, the system adds entries to the list. If no
updates have occurred, there are no entries. Here is an example of a report entry made on August 10,
2009 (the date and time in the header indicate when the last pulse occurred):

Investigate groupings of critical Memory and Database events that occur soon after the ruleset update
times — these events may be correlated to the updates.

Requestor Pools tab — Contains statistics for a set of idle and active requestors that PRPC reserves for
use by the services in a service package.
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When an active requestor completes processing, PRPC checks the limit for idle requestors before returning
that requestor to the pool. If the pool is under the limit, the requestor becomes idle and PRPC returns it to
the pool. If the pool is at the limit, PRPC deletes the requestor. To delete an idle requestor, select it in the
ServicePackage drop-down and click Clear.

Management tab — Contains commands to:

Turn monitoring off or on for this node on this Pega Autonomic Event Services server.
Redirect monitoring for this node on this Pega Autonomic Event Services server to another.

As of Pega Autonomic Event Services 3.3.1, this tab appears in the AESManager and AESDeveloper portals.
It does not appear in the AESUser portal.

For descriptions of the commands, see the Management tab section in this article.

How to use charts and reports in Pega Autonomic Event
Services
The Reporting area in the AES Manager Portal provides access to a wide array of Pega® Autonomic Event
Services-specific list reports, summary reports, and charts. These include:

Enterprise and cluster-level alerts and exception reports
Enterprise-level action item and exception item reports
Enterprise-level charts showing requestor statistics
Cluster/Application-level alert performance charts

This article describes Pega Autonomic Event Services 3.4. If you are using a newer version, there may be
user interface and functional differences that do not correspond exactly with the information presented
here.

The Reporting area
AES Cluster Reports
AES Enterprise Reports
AES Enterprise Charts
Analyze Application Performance for Alerts
Action Items by Status

Accessing the Reporting area
1. On the Pega Autonomic Event Services welcome screen, enter your manager ID and password and

click Log In. Remember that passwords are case-sensitive.
2. In the navigation panel, click the Reporting bar to open the work area as shown below:
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The Reporting navigational panel contains the following:

Search bar — Search for a report by name
A Report wizard drop-down list — Create custom version of a report using the Report wizard.

The Reporting area
The Reporting area includes these sections with Pega Autonomic Event Services-specific list and summary
reports.

AES Cluster Reports
AES Enterprise Reports
AES Enterprise Charts
Analyze Application Performance for Alerts
Action Items by Status

The other sections contain standard PRPC reports. For more information, see the PDN article Standard
Monitor Activity Reports.

Using interactive graphs
This area contains interactive graphs that display statistical information. Use the following controls on the
chat:

Use the slider control to adjust the date range:

Hover over a vertical line (date) to display an exact count.
Click the Maximize icon to present the chart in a larger, full-screen window.
Click the Show Data icon to view the summary view output as numeric data.
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To view and interact with the charts, your workstation web browser must include the Adobe Flash Player 9,
a free download available at www.adobe.com/products/flashplayer.

AES Cluster Reports
This section provides reports for clusters and the nodes that comprise them.

To access the reports:

1. Select a cluster from the pull-down list.
2. For Time Range reports, select a start and end date.
3. For node reports, select a node from the pull-down list.

Cluster reports (no time range)
Recent Alerts — Alerts received by Pega Autonomic Event Services for the selected cluster during the
last ten minutes. The data is presented as a summary report and in a chart. Hover over a bar to
display the numbers of alerts comprising the bar.
All Alerts — Displays a list of alert types and counts for all the nodes within the cluster. The list is
sorted by count. Click on a row to display the problem correlations for that alert type and the count of
alerts associated with each problem.

Click a row to display creation time, operator, and KPI threshold information about each of the alerts
comprising the problem correlation.

Click a row to open an alert item. This report is also available using the Alerts by Category option in the
Action Items area.

Cluster reports with time range
The items included in these reports are defined by the start date and end dates you selected.

Total Alerts by Node — Displays a chart and a list showing the alert count for each node in the cluster.
Click a node name to open the list of alerts.
Total Alerts by Day — Displays a chart and a list showing the daily count for all alerts. Click the cluster
name to open the list of alerts.
Browser Alerts by Day — Displays a chart and a list showing the daily count of PEGA0001 alerts for the
cluster. Click the cluster name to open the list of alerts.
Restarts by Day — Displays a chart and a list showing the daily count of PEGA0008 alerts. Click the
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cluster name to open the list of alerts.
Uptime Timeline by Node — Displays a bar chart showing the duration of uptime for each node in the
cluster. The yellow bar indicates uptime. Hover over a bar to display the statistics. Use the Day, Week,
and Show All buttons to control the timeline within the defined date range.

Browser Interactions by Node — Displays a chart and a list showing the total count of browser
interactions for each node in the cluster.

The following reports display a chart and list or browser requestor times (in seconds). The charts use data
retrieved from the monitored nodes as daily Log-Usage statistics. Network time is not included.

Average Response Time by Node — Displays a chart showing, during the defined time range, the
average times for each node in the cluster.
Average Response Time by Day — Displays a chart showing the daily average times for the cluster.
Total Response Time by Day — Displays a chart showing the daily cumulative times for the cluster.

Node reports with time range
The items included in these reports are defined by the start date and end dates, and by the node you
select.

Alert Counts by Type  — Displays a chart and a list showing the count for each alert type. Click the
alert type to open the list of alerts.
Restarts — Displays a chart and a list showing the daily count of PEGA0008 alerts. Click the node
name to open the list of alerts.
Availability — Displays a list of time stamps indicating when the node started and when the last
health message for that start time was received (beyond which the node was no longer available). The
difference in times defines the duration of node uptime. The Uptime Timeline by Node cluster
report provides the same information for all nodes in graphical format.

AES Enterprise Reports
This section provides the following reports:

Nodes Summary — Displays a summary snapshot of the cluster's operational status including up time
and counts for active requestors, agents, listeners, and database connection. To update the statistics,
click the Refresh icon. This report is also available Enterprise Health work area on the Summary tab



at cluster view
Nodes List — Contains a list of Node Information data instances (PegaAES-Data-Nodes) that comprise
the clusters across the enterprise.

Click a node in the list to open its Node Information data instance form. You can use the form to
enable or disable the node, or to modify the Description, Connection String, or Original Connection
String values.
Alerts By Category By Day — Provides an interactive graph and list of counts for each alert category.
The counts are grouped daily over the previous two weeks.

The graph updates automatically as of each system pulse.To display the daily statistics, hover over a
graph line where it intersects with a vertical date line.

Alerts By Day — Displays a chart and a list showing the daily count of alerts for all nodes across
enterprise.
All Alerts by Category — Provides counts of alerts in each category across the enterprise.

Click a category item to display a list and count of problem correlations in that alert category.



Click on a problem correlation item to display the list of alerts related to it.

All Exceptions By Class — Provides counts of all exceptions across the enterprise.

Click an exception item to display a list of problem correlations associated with that exception.

Click an item to display the
exception message.

Open Action Items By Type — Provides counts of open (unresolved) action items organized by class
type.



Click an item to display a list of items in the class.

Click a row to open the action item.

Open Exception Items By Class — Provides counts of open (unresolved) exceptions organized by
exception class:

Click an item to display a list of items in the class.

Click a row to open the exception item.

AES Enterprise Charts
This section displays a set of interactive charts that use requestor data collected during the prior two weeks
from all nodes in the enterprise. You can create reports for an enterprise production level (set in the
System data instance) or for all production levels.

To open a chart, select a production level and click the report that you want to display:

Enterprise Browser Average Response Time — The average processing time (in seconds) for browser
requestors for a given date. The chart uses log usage data collected nightly from all nodes in the
enterprise. This number does not include network time.



Enterprise Interactions by Requestor Type — A count of application, batch, and browser interactions.
The chart uses log usage data collected nightly from all nodes in the enterprise. Each requestor type is
represented by a its own line.

Enterprise Max Unique Users in Day — A count of the maximum number of browser users. The chart
uses log usage data collected nightly from all nodes in the enterprise.

Enterprise Browser Interaction Alerts — A count of browser interaction alerts (PEGA0001 - HTTP
interaction time exceeds limit). The chart uses real-time alert data generated by all nodes in the
enterprise. This data correlates to the Enterprise Browser Average Response Time chart shown above.

https://docs.pega.com/node/5611


All Reports — Displays the four Enterprise charts for all production levels.

Analyze Application Performance for Alerts
This section enables you to produce interactive charts that profile system statistics in the cluster and
application you select in the drop-down lists.

These charts correlate an application's performance to system changes over a span of two weeks.

CPU Time Profile for all alerts

Elapsed Time Profile for all alerts



Database Access Profile for all alerts

Elapses Time Profile for Browser Interactions

Action Items by Status
This section contains interactive charts that indicate the trend of alert counts for open, resolved, and new
action items over a span of 15 days. To generate cluster reports, select one in the Select a cluster list and
click the desired report. For enterprise-wide reports, make a selection in the Action Items For All Clusters



group.
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